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Abstract—Training of Artificial Neural Networks (ANNs) have been improved over the years using meta-heuristic algorithms that introduce randomness into the training method but they might be prone to falling into a local minima in a high-dimensional space and have low convergence rate with the iterative process. To cater for the inefficiencies of training such an ANN, a novel neural network is presented in this paper using the bio-inspired algorithm of the movement and mating of the mayflies. The proposed Mayfly algorithm is explored as a means to update weights and biases of the neural network. As compared to previous meta heuristic algorithms, the proposed approach finds the global minima cost at far less number of iterations and with higher accuracy. The network proposed, which is named Mayfly Algorithm based Neural Network (MFANN) consists of an input layer, a single hidden layer of 10 neurons and an output layer. Two University of California Irvine (UCI) database sample datasets have been used as benchmark for this study, namely the Banknote Authentication (BA) and the Cryotherapy, for which the training accuracy achieved is 99.2350% and 96.6102%, whereas the Testing accuracy is 99.1247% and 90% respectively. Comparative study with grey wolf optimization neural network (GWONN) and particle swarm optimization neural network (PSOENN) reveal that the proposed MFANN achieves 1-2% better accuracy with training dataset and 2% better accuracy with testing dataset.
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I. INTRODUCTION

Since the advent of artificial intelligence (AI) in the 1950s researchers have proposed the concept of intelligent learning systems that can simulate human capabilities and adaptability. In the late 1990s, intelligent control systems (ICS) overtook the capability of human minds by being able to beat grandmasters at chess [1]. Since then, these systems have been able to accomplish feats beyond the reach of human intelligence. Typical intelligent systems include Machine learning [2], Reinforcement learning [3], Fuzzy control [4], Expert Systems [5], Genetic Control [6], Artificial Neural networks (ANNs) [7].

In many different fields of science and engineering ANNs have become the main research focus because of their inherent nature of knowledge storage and processing of complex data to solve real world practical problems. Application of ANNs appear in the fields of signal processing [8], pattern recognition [9] and many more. Just as how neurons in the human brain react and adapt to the external stimuli provided to adjust the classification, so too do the weights and biases of the ANN adjust their values according to dataset entries and cost minimization algorithms. In other words ANNs are an emulation of the biological neural network of the human brain. These ANNs are basically a set of algorithms purpose of which is clustering/labelling of data. There is a relevant number of training algorithms for ANNs available, each consisting of varying architectures, primarily being used for projection and building models of real world conditions. ANNs are non-linear modeling techniques. They can adapt and adjust with the given dataset without any specificity of the functionality of the data. Traditionally ANNs are based on the error back propagation (BP) algorithm [10]. They consist of an input layer single/multiple hidden layer(s) and an output layer. A single perceptron network consists of one neuron at the hidden layer and one input and output layer. However a single perceptron was incapable of solving non-linear data set patterns therefore multiple neurons and multi-layered hidden networks were proposed by researchers. A set of input features given to such neural networks at the input layer pass through the connection of hidden layers, activation function, weights and biases and are converted into output features. The difference function of the dataset in this predicted output and actual output is called the cost function which is used to adjust the weights and biases through the gradient descent technique [11]. These adjusted weights and biases are sent back into the neural network via the BP algorithm. However such traditional techniques have inherent weaknesses such as a high computational time, slow convergence and finding the local minimum optimum solution instead of the global minima [12].

Improvements to accommodate these shortcomings have been suggested by researchers by modifying the network structure. Common modifications include changing the cost function (Mean Square Error, Rastrigin, etc), activation function such as Weight-and-Structure-Determination (WASD) [13]; a method where the activation function is a set of Chebyshev/Euler polynomials; and replacing the BP algorithm with meta-heuristic algorithms.

II. META-HEURISTIC ALGORITHMS

Meta-heuristic algorithms have strong global minima finding capabilities due to the randomness of the technique. Since a large variety of such algorithms are available, they can be surmised into two basic categories:
\[ x_{i}^{t+1} = x_{i}^{t} + v_{i}^{t+1} \] (1)

where \( v_{i}^{t+1} \) is the velocity of the mayfly ‘i’ at time step ‘t’. The next position at time ‘t+1’, denoted by \( x_{i}^{t+1} \) can be formulated as (1).

\[ \text{bigest} = \begin{cases} x_{i}^{t+1}, & \text{if } f(x_{i}^{t+1}) < f(pbest_{i}) \\ \text{is kept the same, otherwise} \end{cases} \] (4)

gbest, on the other hand, is the best position of a mayfly compared to that of the whole swarm of N mayflies. \( r_{p} \) and \( r_{g} \) are defined as the Cartesian distance between \( x_{i} \) and \( pbest_{i} \) and between \( x_{i} \) and \( gbest \) respectively. These distances can be calculated using the following equation:

\[ r_{p} \text{ or } r_{g} = \sqrt{\sum_{j=1}^{n} (x_{ij} - X_{ij})^2}, \] (5)

where \( x_{ij} \) is the jth element of the mayfly ‘i’ and \( X_{ij} \) corresponds to \( pbest_{i} \) in case of \( r_{p} \) and \( gbest \) in case of \( r_{g} \). As per the characteristic of the male mayfly, they perform a nuptial dance to attract the female of their species. This movement can be calculated for the best mayflies as it follows:

**A. Single Agent Based**

These algorithms are based on the operation of finding the minimum solution in a search space using a single agent (candidate). Nature inspired heuristics are applied to randomize the transfer function. This is the case of algorithms like Simulated Annealing (SA) [14], Greedy Randomized Adaptive Search (GRAP) [15], etc. Improvement is done on the single agent across the search space until an acceptable solution is obtained.

**B. Multi-agent based**

The inherent weakness of a single agent based solution finding techniques is that they have a low global search ability. A single agent can only search so many instances for optimum solution in a search space. To circumvent such drawback, multi-agents are employed. Each agent learn from each other’s position and movement through a complex network of relations to find the global minimum solution in the search space. Examples of population based algorithms include: the Group Teaching Optimization Algorithm (GTOA) [16], swarm intelligence algorithms such as Particle Swarm Optimization (PSO) [17], the Grey Wolf Optimization (GWO) [18], the Grasshopper Algorithm (GA) [19], the Firefly Algorithm [20].

The use of these multi-agent based algorithms can also be seen in the field of deep learning. Updation of weights and biases of an ANN is accomplished through the use of such heuristic algorithms. Several algorithms have already been employed for the purpose of optimizing a neural network but since it can never be certified that a single algorithm is best for every problem, more and more algorithms are introduced every day. Although NNs trained through these algorithms compare better than the BP algorithm, they are still prone to deficiencies that can be improved. Such as in PSO algorithm, it has no evolution operators such as mutation and crossover making it less practical and less accurate or in the case of the GWO algorithm, the search strategy used is mainly based on random walks and thus it cannot always deal with the problem successfully [21]. In this perspective, a novel, multi-agent based, mayfly algorithm [22] has been chosen as the focus of this research for the purposes of training an ANN, namely the Mayfly Algorithm based Neural Network (MFANN).

**III. MAYFLY ALGORITHM BASED NEURAL NETWORK (MFANN)**

**A. Mayfly Algorithm**

The Mayflies are insects belonging to group of insects designated as Palaeoptera. After hatching from their eggs the mayflies grow as aquatic nymphs and once fully grown ascend to the surface and live for only a couple of days to eventually breed and die. In order to mate with a female mayfly an adult mayfly performs a nuptial dance movement around a water body, the female mayflies mate with the males in the air and eventually drop offsprings/eggs and the life cycle continues, as illustrated in Fig. 1. The algorithm is inspired from the movement, dance and mating ritual of the male and female mayflies.

1) Movement of Male Mayflies

Male mayflies gather in swarms around a water body. This means their position and movement velocity is adjusted according to the neighbouring mayflies in the swarm. Consider \( x_{i}^{t} \) to be the current position of a mayfly ‘i’ at time
\[ v_i^{t+1} = v_i^t + d \ast r, \]  
where \( d \) is the nuptial dance coefficient and \( r \) is a random value in the range \([-1,1]\), which also introduces a heuristic element into the algorithm.

2) Movement of Female Mayflies
Let us denote the apparent position of the female mayfly as \( y_i^t \). Females do not gather in swarms, rather they move towards the position of the male in order to breed. The change in this position can be surmised according to the following equation:

\[ y_i^{t+1} = y_i^t + v_i^{t+1}, \]  
where \( v_i^{t+1} \) is the velocity of the female mayfly added to its current position to calculate the female’s position at time step \( t+1 \). According to a deterministic approach, the ranked female mayflies are attracted to the male mayflies of the same rank. Ranks are appropriated according to the fitness function. Hence their velocities are calculated as it follows:

\[
\begin{align*}
 v_i^{t+1} &= \left\{ \begin{array}{ll}
 v_i^t + a_2 e^{-\beta r^2 f_i} (x_i^t - y_i^t), & \text{if } f(y_i) > f(x_i) \\
 v_i^t + f I + r, & \text{if } f(y_i) \leq f(x_i)
\end{array} \right.
\end{align*}
\]  
where \( a_2 \) and \( \beta \) is the same as mentioned in equation 2. \( r_{mf} \) is the distance between male mayfly \( i \) and the female mayfly \( i \) and \( f I \) is a random walk coefficient and \( r \) in the range \([-1,1]\).

3) Offspring
The offspring are selected the same way as the female mayfly chooses its male mayfly to breed. The best male mayfly mates with the best female mayfly to create and offspring. Similar ranking is followed for all male and female mayflies. The equation of the crossover of the mayflies is determined as it follows:

\[
\begin{align*}
\text{offspring}_{1} &= L \ast x_i^t + (1-L) \ast y_i^t \\
\text{offspring}_{2} &= L \ast y_i^t + (1-L) \ast x_i^t,
\end{align*}
\]  
where, \( x_i^t \) and \( y_i^t \) are the parent male and female mayfly respectively and \( L \) is a random variable within a specific range.

4) Mutation
Alteration of the offspring is done so as to avoid the algorithm search to get stuck on a local minima. This mutation is done on some of the offspring mayflies by introducing a random variable into the offsprings by using the following equation:

\[ \text{offspring}_{n} = \text{offspring}_{n} + \sigma N_n(0,1), \]  
where \( \sigma \) and \( N_n \) is the standard deviation and standard normal distribution of mean 0 and variance of 1. Pseudo Code of the algorithm is shown in Fig. 2.

B. Neural Network Classifier (NNC) Design
To construct an NNC, firstly a neural network structure needs to be achieved. The right number of hidden layers and the number of neurons in each hidden layer is paramount for a good classification accuracy. Too few hidden layer variables and the neural network may not be able to classify datasets with high accuracy. Consequently, too many hidden layer variables would cause the network to overfit and computationally would take more time than is necessary. Hence, obtaining the right set of variables for a neural network is essential for highest order of accuracy.

initialize male mayfly population \( x_i (i=1, 2, \ldots, n) \)
initialize female mayfly population \( y_i (i=1, 2, \ldots, n) \)
evaluate the fitness
find \( g_{best} \) and \( p_{best,i} \)
while (iteration< \( max \_\_iteration \))
update velocity of male mayfly using Eq. (3) and Eq. (6)
update velocity of female mayfly using Eq. (8)
brank mayflies and mate mayflies using Eq. (9)
evaluate and mutate offspring’s using Eq. (10)
separate male and female
replace the worst solution with new one
update \( g_{best} \) and \( p_{best,i} \)
end while
return \( g_{best} \)

Fig. 2. Pseudo Code.

Secondly, a suitable activation function needs to be chosen. The activation function determines the strength the neuron will produce and receive. In [23], a comparison was performed between the four activation function shown in the following:

\[
\begin{align*}
\tilde{a}_i &= ax_i + b & \text{Linear Func.} \\
\tilde{a}_i &= \frac{1}{1 + e^{-x_i}} & \text{Sigmoid Func.} \\
\tilde{a}_i &= \frac{e^{x_i} - e^{-x_i}}{e^{x_i} + e^{-x_i}} & \text{Hyperbolic Tan. Func.} \\
\tilde{a}_i &= \exp \left[ \frac{-1}{2\sigma^2} \| n_i \| \right] & \text{Gaussian Func.}
\end{align*}
\]

It concluded that the sigmoid function substantially outperforms the other activation functions, therefore for the purposes of this study the sigmoid activation function is utilized.

Thirdly, the cost function, otherwise known as the fitness function, is the target minimization problem. The connecting weights and biases of a neural network need to be adjusted such that the cost function of the ANN as a whole is minimized. Popular types of cost functions include quadratic cost function (Normal Mean Square Error – NMSE) [24], Cross Entropy (CE), Kullback Leiber Divergence (KLD) and Rastrigin. For the purposes of this study NMSE equation is chosen as the cost function, (15):

\[
C.F_i = \frac{1}{N} \sum_{i=1}^{N} (Output_{true} - Output_{predicted})^2.
\]  

IV. DESIGN OF MFANN
The proposed 3 layered networked structure, as shown in Fig. 3, contains a single hidden layer with 10 neurons (chosen on a trial and error basis). Each neuron in the hidden layer is connected with all the features of the input layer. The weights and biases are updated using the Mayfly Algorithm.
The input vector $x_i = [x_{i1}, x_{i2}, \ldots, x_{iN}]$ contains an instance of $N$ input features with the corresponding output value $y_i = [y_i]$. The MFANN algorithm is implemented in Matlab 2018, flowchart of which is illustrated in Fig. 4.

![Fig. 3. MFANN Structure.](image)

V. NUMERICAL APPLICATION AND COMPARISON

Two University of California Irvine (UCI) database sample datasets are selected for the proposed MFANN classification experiments, TABLE I. Banknote Authentication (BA) was extracted from images that were taken from genuine and forged banknote-like 1372 specimens and Cryotherapy dataset contains information about wart treatment results of 90 patients using cryotherapy.

### TABLE I. DETAILS OF DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of attributes</th>
<th>Number of classes</th>
<th>Number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banknote authentication (BA)</td>
<td>4</td>
<td>2</td>
<td>1372</td>
</tr>
<tr>
<td>Cryotherapy</td>
<td>6</td>
<td>2</td>
<td>90</td>
</tr>
</tbody>
</table>

In addition, to demonstrate the superiority of the MFA algorithm, a comparison is implemented with other bio-inspired neural network classifiers. The traditional particle swarm optimization neural network (PSONN) [25] and the recently introduced grey wolf optimization neural network (GWONN) will be used as a benchmark for the MFANN. The error cost stipulated for the training of each Neural Network can be seen in Fig. 5 and Fig. 6 which show that in both dataset cases, MFANN has a lower cost. 50 iterations stopping criteria is chosen for these classifiers and the search space is bounded in the range [-5,5]. The dataset is divided into two parts. One is the training set, which makes up two-thirds of the complete dataset, and the other one-third is the testing set. Results of the accuracy’s for each algorithm are shown in 0 and TABLE IV. for both datasets. As it can be seen in TABLE II., MFANN has a very high accuracy primarily because Mayfly Algorithm has the ability to enhance exploration in the search space by introducing the nuptial dance and random walk criterion into the equation. Secondly, by using two different sets of equations (for male and female mayfly) the exploration is further improved.

### TABLE II. CLASSIFICATION RESULTS OF MFANN

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training Accuracy (%)</th>
<th>Testing Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banknote authentication (BA)</td>
<td>99.2350</td>
<td>99.1247</td>
</tr>
<tr>
<td>Cryotherapy</td>
<td>96.6102</td>
<td>90</td>
</tr>
</tbody>
</table>

Using two input attributes from each dataset as the $x$ and $y$ axis for the scatter plots, the two classes are illustrated in this paper from Fig. 7 to Fig. 12. These figures show the position of true output class against the predicted output class on that same instance of both input attributes. The more the predicted and true outputs overlap on the plot, the higher the accuracy of the model.

This further clarify the superiority of the MFANN over PSONN and GWONN. The two benchmark algorithms used fail to compare better against MFANN because of inherent limitations in the algorithm. For example in the case of PSO, it cannot converge due to the randomness for high-dimensional state space; whereas for GWO, the parameter ‘a’ decreases with the number of iterations therefore it gets stuck on a local minima.
TABLE III. COMPARISON OF CLASSIFICATION FOR TRAINING DATA

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSONN</td>
</tr>
<tr>
<td>Banknote authentication (BA)</td>
<td>98.7978</td>
</tr>
<tr>
<td>Cryotherapy</td>
<td>94.9153</td>
</tr>
<tr>
<td>Average Rank</td>
<td>96.85655</td>
</tr>
</tbody>
</table>

TABLE IV. COMPARISON OF CLASSIFICATION FOR TESTING DATA

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Testing accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSONN</td>
</tr>
<tr>
<td>Banknote authentication (BA)</td>
<td>98.9059</td>
</tr>
<tr>
<td>Cryotherapy</td>
<td>86.6667</td>
</tr>
<tr>
<td>Average Rank</td>
<td>92.7863</td>
</tr>
</tbody>
</table>

Fig. 5. Banknote Authentication Cost V Iterations.

Fig. 6. Cryotherapy Cost V Iterations.

Fig. 7. BA GWO scatter plot of Predicted V Actual Data.

Fig. 8. BA MFA scatter plot of Predicted V Actual Data.

Fig. 9. BA PSO scatter plot of Predicted V Actual Data.

Fig. 10. Cryotherapy GWO scatter plot of Predicted V Actual Data.
A novel multi-agent meta-heuristic algorithm for the optimization of ANN namely; Mayfly Algorithm based Neural Network (MFANN) has been proposed in this paper. A three layered network has been chosen for the purposes of this study with 10 neurons at the hidden layer, a sigmoid activation function and a Quadratic Cost Function. To verify the potential of this classifier we have trained and tested this network with two varying datasets namely Banknote Authentication (BA) and Cryotherapy, training accuracy of which is 99.2350% and 96.6102% and the Testing accuracy is 99.1247% and 90% respectively. Comparison with existing methods which is 99.2350% and 96.6102% and the Testing accuracy is 99.1247% and 90% respectively.

A three layered network has been chosen for the purposes of this study with 10 neurons at the hidden layer, a sigmoid activation function and a Quadratic Cost Function. To verify the potential of this classifier we have trained and tested this network with two varying datasets namely Banknote Authentication (BA) and Cryotherapy, training accuracy of which is 99.2350% and 96.6102% and the Testing accuracy is 99.1247% and 90% respectively. Comparison with existing multi-agent based neural networks has also been illustrated in this paper to present the effectiveness of this algorithm namely PSOANN and GWOANN. The results have shown that under the same number of iterations and search space for the multi-agents, classification of the dataset demonstrate 1%-2% better accuracy for the training datasets and 2% better accuracy for testing datasets. It is possible to increase the complexity of the neural network by increasing the number of hidden layers and/or neurons and widening the search space to examine the classification of multifaceted datasets.

VI. CONCLUSION AND FUTURE WORK
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