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Control framework
- Perception/mapping
- Motion planning
- High-level control
- Position controller
- Velocity controller
- Desired velocity
- Desired shape/path (position, velocity)
- Obstacles, pose
- Actual contacts, actual shape, actual velocity
- Motor torques

Virtual/real snake robot
- Gazebo+RViz
- Mamba robot

Visual perceptual data
- Tactile perceptual data

External system commands
Student projects
Current maritime crane control architecture

Low control flexibility and non-standardisation are two crucial issues:

- relatively simple control interfaces;
- array of levers, throttles or buttons are used to operate the crane joint by joint;
- each input device can normally control only one specific crane model.

When considering working efficiency and safety, this kind of control is extremely difficult to manage and extensive experience with high control skill levels is required of the operators.
Currently used input devices
Underlying idea

A general architecture that allows for modelling, simulation and control of different models of maritime cranes and, more generally, robotic arms by using the same universal input device.

Main challenges:

- mapping the fixed degrees of freedom of the universal input device to the variable degrees of freedom of the cranes or robots to be controlled;
- designing and testing different mapping procedures based on Machine Learning.
A common assumption in the previous literature is that the IK model of the arm to be controlled is a priori knowledge.

This method is not very flexible, especially when planning to control different arms using a universal input device because several IK models are needed: one for each arm or crane to be controlled.

An alternative control method based on machine learning procedures:

- using methods that do not assume a priori knowledge for the IK model of the arm;
- In this way the system would be able to automatically learn the kinematic properties of different arms and new models could also be easily added.

Most of the previous works in this field are only able to learn the control of a specific crane/arm. No common universal input device to control various cranes/arms with different kinematics exists.
The proposed architecture provides the possibility of controlling the arms in position mode or velocity mode[1].

The proposed control system architecture, workspace scaling

The proposed architecture allows for expanding and shifting the small-scale physical workspace of the input device to a virtual expanded workspace allowing the robot arm for more accurate and precise movements.

\[ \mathbf{x}_{ds} = k_p \mathbf{x}_d + \mathbf{x}_w, \quad (1) \]

where \( k_p \) is the position scaling factor and \( \mathbf{x}_w \) is a shifting vector that defines the position of the virtual reference frame with respect to the global reference frame.

\[ \dot{\mathbf{x}}_{ds} = k_v \dot{\mathbf{x}}_d, \quad (2) \]

where, \( k_v \) is the velocity scaling factor.
The proposed control system architecture, mapping control algorithm

For all the different models to be controlled, the mapping methods have to implement the classic inverse kinematic functions that can be generalised as follows:

\[
\theta_d = f_p^{-1}(x_{ds}), \quad (3)
\]

concerning position control, and

\[
\dot{\theta}_d = f_v^{-1}(\theta_a, \dot{x}_{ds}), \quad (4)
\]

for velocity control, where \(\theta_a\) is the the actual joint angles vector.

The proposed architecture also allows the end-effector to be modelled as a distinct sub-chain that can be controlled separately. In general, a mapping control method may or may not consider the control of the whole manipulator.
The system automatically learns the mapping function, (4), for the different manipulators to be controlled.

This approach only requires the FK models.

The unique feature of this method compared to previous works is that the same set-up of the proposed algorithm is adopted independently of which manipulator is being controlled and whether the selected control mode is position or velocity.

When controlling each specific manipulator and once selecting the particular control mode, the same instance of ANN is continuously used.

What differs are the semantics and the size of inputs and outputs which are dynamically and automatically set by the system.
The proposed ANN architecture

- The input vector is given by \( \{ \dot{x}_t, \theta_a \} \), where \( \dot{x}_t \) is the target velocity whereas \( \theta_a \) is the actual joint configuration.

- The target velocity, \( \dot{x}_t \), depends on the operation scenario and it is given by:

\[
\dot{x}_t \approx x_{ds} - x_a,
\]

if operating in position control mode, where \( \dot{x}_a \) is the actual end-effector velocity.

- If instead operating in velocity control mode, it is given by:

\[
\dot{x}_t = \dot{x}_{ds}.
\]

- From the top side, the output vector, denoted by \( \dot{\theta}_{nn} \), consists of the target joint velocities.

- The number of neurons in the input and output layers changes according to the number of DOFs of the manipulator to be controlled. The number of hidden neurons is experimentally chosen to be equal to \( 3/2 \) of the sum of the size of the input layer and the size of the output layer.
Error function, training data and training Process

\[ \text{MSE}(\dot{\theta}_d, \dot{\theta}_a) = \frac{1}{n} \sum_{i=1}^{n} (\dot{\theta}_d - \dot{\theta}_a)^2. \] \hfill (7)

- **Training data set**: \( (\{\dot{x}_t, \theta_a\}, \dot{\theta}_{nn}) \). In this specific case study, the Jacobian matrix is used. First, a set of samples is randomly generated in the Joint space, then the Jacobian matrix is built by using the differential approach. Successively, a set of random joint velocities is created and used to calculate the corresponding velocities in the Cartesian space.

- **Resilient Propagation (RPROP)** learning heuristic\(^2\) to overcome the inherent disadvantages of pure gradient-descent. RPROP performs a local adaptation of the weight-updates according to the behaviour of the error function. This leads to an efficient and transparent adaptation process.

- According to the operational scenario, the output is obtained by:

  \[ \theta_d = \int \dot{\theta}_{nn} \, dt, \] \hfill (8)

  \[ \dot{\theta}_d = \dot{\theta}_{nn}. \] \hfill (9)

---
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Universal input device → Crane control architecture

Conclusion and future work

Iteratively learning the IK properties of different arms:

- Using this approach, the system is able to automatically learn the IK properties of different models. Learning is done iteratively based only on observation of input-output relationships, unlike most other control schemes.

Compare different mapping methods:

- Genetic algorithm (GA)[4].
- Particle Swarm Optimization (PSO)[5]
- JIOP, a machine learning framework that provides a selection of existing learning approaches and allows for implementing new algorithms has been developed by our research group[6].
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